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3.5 Why EM algorithm Works?

In the subsection 3.3, we have known that
lo<@|Yobs> == /lc(@‘Yob&Ymis) ' k(Ymis’Yob& ®(t))dezs_

/logk(Ymis|Yabsa @) : k(Ymis|Yobsv @(t)>dezs
= Q(e|eW) — H(B|eW).

If we can prove

H(@(tJrl)‘@(t)) < H(@(t)|@(t))’ (3.1)

then [,(OTHV|Y ) > 1,(OM[Y o), which indicates the non-decreasing property of the sequence
{6®} produced by the EM algorithm. To prove the inequality (3.1), we first review the convex
function.

Definition 3.1. A function f defined on an interval [a, ] is convex, if f(tzq + (1 —t)xs) <
tf(z1) + (1 —t)f(xg) for Vay, x5 € [a,b] and Vt € [0, 1].

Intuitively, a function f is convex if the segment between points (z1, f(z1)) and (x9, f(x2)) for
V1, xy € [a,b] is always above or lies in the curve {(z, f(z)) : z1 < o < x5} (illustrated in the
figure 1).

There are some equivalent definitions for convexity:

1 A differentiable function f on [a,b] is convex if and only if f(z) > f(y) + f'(v)(x — y);
2 A twice differentiable function f on [a,b] is convex if and only if f”(z) > 0.
Jensen’s inequality: If h(z) is convex and W is a random variable, then

E(h(W)) > h(EW)

*If you have any question about the note, please send an email to xyluo@link.cuhk.edu.hk
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Figure 1: Figure demonstration for the convex function f(z).

Proof. h(zx) is convex, so there exists a constant £ such that
h(x) > h(zg) + &(x — x0) (3.2)

for any fixed zg. Let zg be E(W) and « be W. The inequality (3.2) becomes h(W) >
ME(W)) 4+ &W — E(W)). Taking expectation in the inequality, we have E(h(W)) > h(EW).
As you can see, E(h(W)) = h(E(W)) if and only if A is a linear function.

We now come back to prove H(OHD|0®) < H(O®|0®).

Proof. VO,

k(szs |Y0b87 @)
k(szs |Yob57 @(t))

k <YmZS |Y0bs @)
/ logk’(Ymis’YObs, @(t)) k( mzs| obs © )d mis

H(l6") — H(6V|e) = / log (Y s Y s, OOV s

k (szs |Yobs ) ®>
k (szs |Y0bs ) @(t) )

< (Jensen's Inequality) log(/ k(Y mis| Y obss @(t))deis)

=log(1) = 0.

Notice that we apply Jensen inequality to the function h(z) = —log(x).



